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ABSTRACT 
 

Time and Trend has its own way of approach to the technological research. In the Current Industry of 

Information Technology and its significance in today's global village play the most important role in the 

context of the taking consideration to Industry of Information Technology, we played the role making work 

structure and life style much easier In this Paper, we have given emphasis on the web Data with the 

communicating to the database, which we call, is as in the terminology of data mining as ontology of 

Information. Database record linkage systems are well suited to handle the co reference resolution issue, but 

they do not take account of specific properties of ontological data, such as hierarchical relations between classes 

and specific data restrictions. The Semantic Web is used for many purposes from a standardized way to markup 

metadata to describe digital resources to a new growing movement favoring the open and shared expression of 

common ontologies. Today’s industry need to implement the web service in the process of light, high computer 

efficiency and lastly which we most time take to robustness proving all is the demanding trend, Hence we 

provide a collaborative model in the data center and the web service module to implement all client based 

requirement starting from the most basic one is the web service. 

Keywords : Semantic Web, Ontology, Web Database, Wrapper Mechanism, Deep Web, Two-Stage Crawler, 

Feature Selection, Ranking, Adaptive Learning 

 

I. INTRODUCTION 

 

In the Aspect of Introducing the web based database 

annotation; Ontologies have been often considered as 

a whole: data-level problems have been mostly 

treated as auxiliary and usually tackled together with 

schema-level matching. The primary reason was that, 

until the emergence of the Linked Data initiative, 

there was a lack of substantial volumes of semantic 

data covering overlapping domains, and, therefore, 

there was no specific need to focus on the data-level 

integration issues. In Web, service combinatory are 

language constructs providing the programmer with 

an opportunity to mimic the behavior of a web surfer 

when a fail occurs while retrieving a web page. In 

essence the constructs makes predefined algorithmic 

behavior scriptable like handling reloading of pages, 

retrying of requests, termination of requests taking 

too long, etc. The markup algebra allows for the 

extraction and manipulation of data from web pages 

with the help of algebraic operations on set of markup 

elements, so called piece-sets. After retrieving and 

parsing the page a piece can be defined as a 

contiguous text region in a document, identified by 

the starting and the ending position of the region. 

Pieces within piece-sets may overlap, be nested, or 

may belong to different pages. However, unlike 

mathematical sets that do not impose a particular 

ordering on their elements, piece-sets are always in a 

canonical representation in which pieces are ordered 

according to their starting position, and then their 

ending position in the document.  
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II. RELATED WORK 

 

Technological Classification where Semantics based 

Approach, we put forward the concept of the Deeping 

into the XML Schema to get the common elements 

data. One classification of ontology matching 

approaches divides them into two major categories 

with regard to their granularity:  

 

Element-level ones analyze schema concepts and data 

instances in isolation but not relations between them.   

Structure-level ones focus on relations between 

entities and the ontology as a whole.  

 

Existing System: 

 

In the existing system, where ontology was based on 

the primary offset and their classification based on 

the web module or page. If we consider the 

annotating mechanism it leads us to out the search 

mechanism where they used the common key word 

search based approach. Apart from there for the xml 

based annotating mechanism, there e was no such 

mechanism to handle the rdf schema where it leads to 

take the any of the key words. We can imagine 

positions as indices that indicate a character offset in 

the page. 

 

 
Fig. 2.1. Showing the Hierarchical Web Search 

Mechanism in the Ontology 

 Syntactic, which consider the structure of input 

data.  External, which exploit auxiliary resources 

in order to interpret the input, Semantic, which 

use formal reasoning techniques. Most of the 

commonly used techniques for instance matching 

belong to the group. At the element level these 

again include string similarity techniques, 

implemented by such ontology matching systems. 

 A second group of syntactic element-level 

algorithms is constraint-based: these algorithms 

use internal structure of entity definitions, such as 

key properties and domain restrictions. In 

particular, they assume that objects are more 

likely to match if objects related to them also 

match and, conversely, mappings which 

contradict existing knowledge contained in one of 

the matched ontologies are unlikely to be 

accurate. Syntactic approaches at the structure 

level treat matched ontologies as graphs and try to 

match these graphs. 

Attributed grammar rules describe source 

structure declaratively and are used in combination 

with pattern matching through regular expressions 

for managing extraction of data and assigning it to 

internal variables. The reason for using grammar rules 

is that pattern matching alone cannot handle data in 

irregular sequences or data that is nested. Essentially a 

set of patterns can only describe the structure of a 

document as a flat set of objects. When the 

interpretation of patterns depends on their actual 

sequence or on their nesting structure patterns alone 

do not suffice. 

 

III. PROPOSED METHODOLOGY 

 

In the mechanism web Interface with data integration 

and making it accessible through HTML is one of the 

minor aspect in today’s market of IT, but we 

concentrate on the some aspect where integration 

with annotation makes lead to the technological 

innovation which we put forward in the 

methodology. Until recently, the Semantic Web 

community has concentrated efforts on the schema 

matching problem.  

 

Now, with a constantly increasing amount of RDF 

data being published according to the Linked Data 

standards, the problem of instance-level integration is 

gaining importance. Dealing with RDF data sources 
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distributed over the Web requires solving a 

fundamental problem of representing and managing 

information about URIs referring to identical entities. 

There are different possibilities, and several proposals 

have been put forward within the research 

community. 

 

 
Fig. 3.1. Illustration of the Semantics Based Level 

Wise Knowledge Base Database Integration 

Architecture 

 

Automatic matching algorithms can also produce 

errors, which lead to knowledge base inconsistencies. 

Processing inconsistencies during fusion is important 

not only because these affect logical reasoning, but 

also because each inconsistency normally indicates 

either a possible error in the data or a divergence of 

views between information sources. 

 

XML Data Annotation Processing: 

'Load the XML 

set xml = Server.CreateObject("Microsoft.XMLDOM") 

xml.async = false 

xml.validateOnParse = true 

xml.load(Server.MapPath("stack.xml")) 

'Load the XSL 

set xsl = Server.CreateObject("Microsoft.XMLDOM") 

xsl.async = false 

xsl.load(Server.MapPath("objectzednewnt.xsl")) 

'Transform the file 

Response.Write(xml.transformNode(xsl)) 

%> 

 

Knowledge about the quality of data may be used to 

assign confidence values to class and property 

assertions. This is important when we need to judge 

whether a mapping, which violates the domain 

ontology, is incorrect or the conflict is caused by a 

data statement. Knowledge about the cleanness" of a 

source (e.g., whether duplicates occur in a given 

source) provides additional evidence about potential 

mappings. The method receives as its input a set of 

candidate mappings between individuals in source 

and target knowledge bases. In order to perform 

belief propagation, these mappings, along with 

relevant parts from both knowledge bases, must be 

translated into valuation networks. Building a large 

network from complete knowledge bases is both 

computationally expensive and unnecessary, as not all 

triples are valuable for analysis. Hence, we select only 

relevant triples considering only statements and 

axioms which mutually influence each other. First, as 

in Chapter 4, these include the statements which, 

when taken together, lead to a conflict. Moreover, we 

include into the analysis the statements which can 

provide positive evidence and reinforce the belief 

values of some mappings 

 

IV. CONCLUSION AND FUTURE WORK 

 

In the method of partitioning ontologies and 

resources to ensure that only those that shared the 

same context were integrated. We extended this 

model with the ability to specify ontology inclusion, 

so that content providers could describe their own 

information needs while still reusing existing 

ontologies. This allows us to increase the integration 

of distributed resources, as is done with extended 

ontology perspectives.  
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Fig.4.1 Comparison of the Wireless Wrapper 

 

Web Interface is UI part where data source most of 

time would be from the database, but semantically if 

we have same data where search engine like google 

have its own algorithmic approach to provide the best 

of the mechanism to the user. Hence in this paper we 

put forward for the future aspect of the technology to 

provide ontology based mechanism of the best of the 

information in the ASCII mechanism. Semantic Web 

data combine features of both relational databases and 

symbolic logical knowledge bases.  
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